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ABSTRACT 

Web Usage Mining (WUM), is the process of mining user behaviour patterns from huge log files. Weblogs provide 

substantial input to learning the identity of an online user. Analysis of these patterns extracted from the weblog datasets is 

currently being explored by various researchers. Due to the recent advent of automation, mining patterns from weblogs 

are automated. These automated mining processes focus on browsing habits and usage patterns. To make this process of 

gathering better, there are many ways to look at howusers act and put them into relevant groups.Identifying, detecting, 

and classifying features that demarcate specific traits that are related is an important task. Conventional research is 

designed to discover web usage mining strategies through clustering and classification methods. However, there is a need 

to focus on and improve the accuracy of the prediction systems that classify acquired features to figure out the patterns of 

web users. Deep learning methods are used to mine weblog data to improve accuracy and precision. To improve user 

behaviour pattern mining, a two-level clustering process is introduced as Ensemble Fuzzy K-Meanswith Logit Boost 

Clustering (EFK-LBC) technique to extract the weblog. In this technique, a preprocessing step is included to remove 

redundant data and choose reliable log files. The Fuzzy-K means clustering technique is used to identify behavioural 

patterns exhibited by recurrent users. Finally, the Logit Boost Clustering method is introduced to the data,that help in 

generating a strong cluster. Clustering of web users’ frequent behavioural patterns using the Logit Boost ensemble 

technique helps the proposed EFK-LBC method to improve the accuracy up to 88% and reduce the clustering time by 

20% compared with existing approaches. Though the proposed EFK-LBC technique performs better for user 

identification, the different initialization of clusters provides various final clustering results. This increases the error rate 

in the EFK-LBC technique. To solve this issue, the similaritybased grouping process was introduced. Based on the 

assimilation of patterns collected, identification of users based on web access behavioural patterns is essential. A Normal 

Discriminant Tanimoto Similarity Based Convolution Feedforward Neural Learning Classification (NDTS-CFNLC) 

method with different layers was proposed. 

 

In the input layer, normal discriminant preprocessing is used to remove the redundant patterns from the access weblog 

files. Tanimoto Similarity at layer two supports fetching the relevantweb pattern. This process detects redundant patterns 

and eliminates them at the initial stages. A sigmoid function is appended to the output layer to classify frequently 

accessed patterns. It has helped in reducing the error rate by 12% and also improved the accuracy of 93% of web user 

identifications. NDTS-CFNLC method performs better, still, the web user behaviour pattern mining needs to be 

enhanced. To facilitate recognizing the frequently accessed web pattern a Mutual Information Pre-processing based 

Broken-Stick Linear Regression (MIP-BSLR) is used. The dependence is measured by MI-P in the weblog dataset. Based 

on the dependency measures results, the redundant patterns are isolated and the Broken-Stick Linear Regression analysis 

(BSLR) is implemented to recognize frequently accessed web patterns. This method predicts the web users’ behaviour 

accurately. 

 

TheMetrics used to measure the accuracy suggest that the model is able to get 95% accuracy compared with 

existingmethods. The proposed EFK-LBC technique, NDTS-CFNLC technique, and MIP-BSLR techniques are 

simulated on the NASA and ApacheWeblog Datasets for frequent user access pattern detection, analysis, and prediction. 

Based on the results obtained, it is evident that the proposed methodology proves to be more accurate than the existing 

models. The proposedMIP-BSLR method achieves an increased patternmining performance by 15% on the Apache 

Weblog dataset and a 16% significant increase over the NASA data set compared with other existing models. The time 

requirements of web pattern mining were reduced on both datasets to 33% and 63%, respectively. The proposed work has 

reduced the false positive rate by 66% and 52% on both datasets, respectively. A detailed comparative analysis is carried 

out to compare the accuracy and precision to establish the significance of the contribution made in this research work. 
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